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This proposal addresses the problem of scheduling dynamically multiple user jobs on heterogeneous 
systems. The resources have different capabilities and jobs have different requirements. A job is 
represented by a graph of tasks (DAG); jobs arrive randomly, have priorities and multiple soft deadlines. 
To maximize the performance of the system, it is essential to assign the resources to tasks (match) and 
order the execution of tasks on each resource (schedule). 
The common approach is to set a fixed number of processors for each job, but it was demonstrated that 
a job may not use efficiently all processors due to inter-task constrains. The aim is not only to optimize 
the individual makespan, but also to achieve fairness, defined on the basis of the slowdown that each 
job would experience as a result of competing for resources with other jobs. The scheduler performance 
will be measured by a QoS metric that will be defined.  
 
Heterogeneous computing (HC) is the coordinated use of various resources with different capabilities to 
satisfy the requirements of varying task mixtures. The heterogeneity of the resources and tasks in an HC 
system is exploited to maximize the performance or the cost-effectiveness of the system [1,2]. 
In this proposal, a job is composed by a set of related tasks and represented in a Direct Acyclic Graph 
(DAG). An important research problem is how to assign resources to tasks (match) and order the 
execution of tasks on the resources (schedule) to maximize some performance criterion of an HC 
system. Two different types of mapping are static and dynamic. Static mapping is performed when the 
applications are mapped in an off-line planning phase [3] e.g., planning the schedule for a set of 
production jobs. Dynamic mapping is performed when the applications are mapped in an on-line fashion 
[4], e.g., when tasks arrive at unknown intervals and are mapped as they arrive. In both cases, the 
mapping problem has been shown to be NP-complete [5,6,7]. Thus, the development of heuristic 
techniques to find near-optimal solutions for the mapping problem is an active area of research [8-14]. 
For the problem of scheduling several DAGs on a heterogeneous cluster, multiple job scheduling, [16] 
presents a static approach where the DAGs are known at the beginning of the scheduling. The authors 
compare four variants of solutions that incorporate all DAGs into a super DAG to the fairness policy that 
considers the DAGs individually. The aim was to optimize the overall makespan and to achieve fairness 
among DAGs. Fairness is achieved if the slowdowns experienced by each DAG due to resource sharing 
are equal. Fairness is a QoS measurement that results in higher-efficiency runs and has shown similar 
results in terms of overall makespan. 
In [15] the former concept was extended to schedule multiple parallel task DAGs. The aim was again to 
minimize the overall makespan using constrained resource allocations to obtain fairness among DAGs. 
The aim of the fairness measurement is to allow shorter jobs and longer jobs equal access to resources. 
The DAGs are all known beforehand and are considered individually. Three policies based on three DAG 
metrics were proposed to obtain fairness. 
In [17] the dynamic scheduling of multiple DAGs was introduced. DAGs arrive at different instants in 
time, which results in a more complex problem. The aim is to minimize the overall makespan without 
considering fairness because the jobs are related in the sense that only the collective result is 
meaningful. 
In this research I want to extend the former work [17] in order to introduce, to the dynamic scheduling 
problem, QoS measures that reflect the quality of scheduling of each job individually, instead of the 
global makespan that is a collective measure. 
Also, the common approach on scheduling multiple jobs is to assign a fixed set of processors for each 
job [15, 16]. I intend to explore the new approach presented in [17,18], that allows processors to 
participate in different jobs to reduced idle time and increase efficiency.  

 
The first phase of the work consists in study single DAG schedulers in order to select the ones that give 
more efficient schedules. In [19] I have already evaluate the performance of list scheduling heuristics 
related to makespan, through comparison to metaheuristic algorithms, such as Ant Colony, Simulating 
Annealing and Tabu Search. 
The work will start from the static scheduling of single DAGs in heterogeneous systems. In this context a 
widely study has been done and a new algorithm is being developed. For randomly generated DAGs the 
makespan is substantially reduced when compared to the reference algorithms of this field. Further 
research is required to obtain results for typical problems, e.g. Gaussian ilimination, FFT, etc, and to 
study the efficiency of the algorithm. 
 
The target system is composed by a set of heterogeneous processing nodes and possibly heterogeneous 
connection network, i.e. different latency and bandwidth among network links. 
With the aim of increasing the system performance, either homogeneous or heterogeneous, the aim is to 
study how a DAG scheduler can be extended to consider more than one job to schedule. In [18] we have 
already proposed an algorithm to statically schedule several jobs, but the optimization targets the global 
makespan, which is not the target when the jobs are unrelated. 
 



To overcome this, the next step consists in the definition of QoS metrics, that will evaluate the schedules 
produced by the algorithms so that individual job metrics are evaluated. Other related metrics can be 
formulated to guide the scheduling algorithm. For example, based on deadline accomplishment, priority 
consideration, etc. An example of a set of independent task scheduling heuristics in order to maximize a 
Quality of Service (QoS) measurement was proposed in [20], which is based on the value accrued of 
completed tasks in a given interval of time. The value of a task is calculated based on the priority of the 
task and the completion time of the task with respect to its deadlines. 
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