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Moativation: Event detection is an emerging research are@ seuwent years. It has a
wide range of application in many industries fromo-surveillance to the health,
safety, economics and monitoring systems, etc. Edetection methods can be
classified into four types as temporal, spatiaktgptemporal and logic-based. In
spatio-temporal and spatial event detection we haveeal with high dimensional
data continuously flowing as stream. For this pagowe believe that spectral
techniques which are able to handle such data earety helpful. In this work plan,
we first state the problem, its applications arsddéfinition and later explain related
works and then finally state our ideas.

1- What isevent?

An event is a significant occurrence or pattern thanusual comparing to the normal
patterns of the behavior of a system [1]. This bannatural phenomena or manual
system interaction. Some examples of events camrbattack on the network,
bioterrorist activities, epidemic disease, damageam aircraft, pipe-breaks, forest
fires, etc. In a real system, most of the timesheng is going normal, however in
rare occasions something happens which can behaemyful and cause many losses.

2- Event Detection

Event detection process, in its simplest scenaam, be a direct observation of a
system state. In more advanced and complex scendhe system state is not
observable directly and must be inferred from #bkdvior [1]. In this PhD proposal,
we focus on event detection from time-evolving dmdh speed data streams.
Moreover, we assume that the behavior of the sygaranging over the time.

Event detection tries to discover emerging behayidlifferent from the normal
behavior of a system. We need to detect these alahdrehaviors as soon as possible,
to prevent severe damages to the system. In faeptEletection Can be compared as
looking for a needle in a haystack in order toidjl the desired needle 2) check if it's
a needle or something else and 3) specify whapribgerties of that needle are[2].



3- Applications

Identification emerging event and its position e tdata is very important task in
many fields and is a growing research topic in mielgls such as bio-surveillance,
safety, health and economics, etc. For instandilih of disease outbreaks, DARPA
[3] has estimated that a two-day gain in detectiore could reduce fatalities by a
factor of six. Also Neill and Wong [3,4] demonsgdtthat hotspot violent crime can
be predicated 1-3 weeks in advance by detectingcliisters of leading indication
crimes such as disorderly conduct, trespass angleirassault. Several other
applications regarding the temporal event detecaom presented in [1]. Also a
tutorial on spatial and spatio-temporal event deieds presented in [3].

4- Event Detection and relevant problems

Event detection is similar to other problems sushchange detection, anomaly
detection, clustering, one-class classification mogelty detection; however it differs
from them in some aspects.

* Changedetection

By comparing the distribution of most recent obaéons with previous observations

in a data stream, changes can be detected, howeatechanges are not necessarily
start point of events since many of them can bepéagpd by the chance[6], Thus

event detection is a different concept.

* Anomaly and outlier Detection

Event Detection can be considered as a sub-fielhomaly detection. Anomaly is as
a pattern in the data that does not conform toettpeected behavior [9]. What make
anomaly detection different from event detectionthat in anomaly detection we
search for points of interest which are differemni the rest of the data, while in
event detection we search for group of points d¢tepas which their member can be
normal but when are aggregated over time or spadsoth, they can be appeared
surprisingly.

» Clustering

Event detection is different from clustering. lustiering we try to simply partition
the entire dataset into groups while in event dieteave search for the part of dataset
in which some quantity is significantly higher (lmwer) than expected [6]. Some
clustering methods such as density-based clustepaugition the data based on the
density of points in space. These partitions mayespond to the anomalous spatial
regions. For three reasons they are different feents clusters [6]:
1) They just look for the dense regions regardlessheficking if they are really
significant clusters or just have occurred by thence.
2) In Event detection we look for small (but signifitpachanges among all the
data while in density-based clustering this kindlwinges cannot be detected.



3) The density-based clustering methods are not prigpatealing with spatially
and temporally varying baselines because theirreaasubased on density of
points per area. In event detection we should e @ballow dealing with
counts and baselines in a principled probabilisimework.

* One-classclassification

In one-class classification we assume that we hlagdabel data with normal and

event label. Then a machine learning algorithmsti&s the new data into one of the
normal and event data. For instance, in anomalgctien there are several works
related to intrusion detection systems [5] whicle lebel data to discover the pre-
defined attacks. Sometimes these labels can jusivaéiable for normal data (semi-

supervised). In this case we just have label datanérmal data and label of events
are unknown [3]. Since most events data are neldaldata this approaches is not so
applicable.

* Novelty Detection

Novelty Detection is a process of discovery of umkn concepts that has not been
learned during training in machine learning. Thappens when sometimes the test
data contains information about objects that weteknown at the time of training the
model. The limitation of novelty detection is nefed label data which in most of
event detection problem is not available.

5- Sensor-based Event detection

When a system is not observable directly, it camio@itored by some sensors. Due
to two problems sensor-based event detection salenging task [1]: 1) it needs a
high amount of computation 2) It needs a large sgac marinating huge data. For
instance, in order to detect a tsunami event alargnber of sensors in the sea are
needed to be processed and be kept.

Usually two approaches can be used for detecticgvehts using sensors [1]. In the
first approach for each sensor one threshold israeted and if the measure beat the
threshold, alarm will be raised. One direct obgtaxlthis approach is sensor failures.
In the second approach, multiple sensors are hiileel problem of this approach is its
increasing complexity: we need to monitor correlasi between multiple sensors.

From now on whenever we use the term “event det@ttive refer “sensor-based
event detection”.

6- Event detection challenges

Common event detection challenges are [1, 3]:



e Domain-Dependence: one approach which is helpful for one domain can be
failed in another one.

e Time constraint: Events should be detected in a short time (eegorsds or
minutes depending on the domain) for prevention@oger reaction.

e High True Alarm: Sometimes such as what happens in medical imaifiagtue
event was ignored, we miss important informatioohsas cancer events. So the
significance of high true alarm rates in some dos& undeniable.

e Low False Alarm: Event detection performs well when it produces higle
alarms and low false alarms. Sometimes false alampsse extreme costs and
they should be minimized.

7- Event Detection Data Nature

Event detection methods in literature can be caizgm in to four groups based on
the nature of the data as follow:

» Temporal event detection: Event is defined as a detecting different behavio
in a single or multiple signals.

» Spatial event detection: First law of geography says "Everything is redate
everything else, but near things are more reldted tistant things". Spatial
relationship can relate objects as well as themptaral sequences. In this case
Event can be defined as detecting different regianspatial space in terms of
its corresponding values. Many contributions in-tumveillance and medical
imaging are based on Kulldorff spatial scan statigt]. However there are
some recent works like Neil trying to apply Bayest@chniques to spatial
scan statistic [8] or similarly, Bayesian netwo#§ for categorical data. Also
Neill has proposed some solutions for fast detaatifoevents [6].

» Spatio-temporal event detection: Event is defined as detection of spatio-
temporal region in data which its correspondingigalare very different from
the rest of the data. Most works of Kulldorff andilNmethods are extendable
to spatio-temporal.

* Logic-based temporal methods: in this type of event detection such as works
like [10], first data changes to a semanticallyhieiglevel of data and then try
to discover the rare occurrence among the highetdd data.

8- Data Types
In most event detection problems we deal with tldiiferent types of data as follow:

» Count data: is common in sensor-based event detection. Sioglaultiple
sensors are collecting count or measurement datatiie sensors.

e Categorical data: is more complicated form of data which insteacdadfnt of
data a records of categorical data such as sexaage, etc. is available.

* Higher leve of data: if a lower level of data such as GPS trajectoties into
higher level of data such as "U-turn", "High-spee8ltrange occurrence will
be discovered among the obtained higher level data.



9- Event Detection M ethods

Temporal vent detection methods mostly are borrofsesh change detection, time
series analysis and signal processing and carvizkediin to four types [1] :
1)Statistical which benefits from methods such taics threshold, quality control
charts family such as Shewhart control charts, MgvAverage, EWMA and
CUSUM, regression, time series analysis method$ @sc ARMA and ARIMA,
Kalman filter[11], Wavelets, Hidden Markov Modelsida Principal component
analysis[12], etc. 2)Probabilistic which insteadststistic test, probability of event
occurrence are considered 3)Machine Learning-bagedh benefit from machine
learning methods such as Neural networks, Gendgiorithms, etc. 4)Composite
which combine techniques from different methodsetbgr. A full review of temporal
methods are presented in [1], [3], [10]

10- Computation | mprovement

Computation time is the critical issue in eventegébn problem specially spatial and
spatio-temporal event detection, Neill employedrallof KD-tree namely "overlap-
KD tree"[6] to speed up the event detection perforoe. In another work he
employed Bayesian [14] methods to reach more spg@#tbr works such as [15, 16,
and 17] which are suitable for categorical dataefieed from association rule and
Bayesian network for mining the events in categdradata and also speeding up of
performance.

11- Resear ch Proposal

We are interested in research the application e€tsgl methods on temporal, spatial
and spatio-temporal event detection and perforraorge contributions over spectral-
based event detection. The reasons why we thirksimectral techniques might be
useful in event detection problem are:

» Our approaches will be data driven and we mustesddthe challenge about the
streaming behavior of the data and the time-evgleimaracteristic of the system.

* In event detection problem we are usually dealinth ligh dimensional data
including spatio-temporal dimensions. Spectral népes have proved their
ability to reduce the dimensionality of multi-dingonal data [5]. They also can
be employed in the pre-processing step to reduedlithensionality. Therefore,
these approaches can be helpful and need moré@tten

* In most event detection real-world problems, lakegh is not available [6]. Thus
unsupervised methods such as spectral approachiel wate suitable for both
unsupervised settings and forecasting can be acjoade.

» Spectral methods are able to detect anomaliestliermultivariate systems.

» Spectral methods doesn’'t make any assumption dbeutature and distribution
of the data.



Event data are huge and changes over time ancheésbto be processed quickly.
Spectral methods can reduce the required data @ameed to be processed and
meanwhile can work in incremental way such as [19].

As far as we know, there are not much works arotimsl topic. There are two
problems that make the application of spectral-basethods to event detection a
challenge [5]. The first one is related to the hagimputational cost of this method.
The second one, is that event detection must b&lpego detect after the projecting
the raw data in lower dimensions.

Most of the spatial and spatio-temporal event deteanethods are around spatial
scan statistic and its variations [3, 6, 7, 8, 8hdlso since our target data is at least
three-dimension data (space, time and measurememsgre trying to focus on three-
way analysis [18] which had been under less atianiby the field researchers. Our
goal is to provide a spectral-based event detedtamework with the following
issues:

* Modeling the spatial and the spatio-temporal datany kind including
count, categorical and higher level data typesrasili dimension tensor.

* Extension of incremental spectral approaches swchl€] to sliding
window computational model [22] in event detection.

» Application of multi-way analysis and tensor decasipon methods such
as Tucker3 [20] to the spatio-temporal tensor tabén monitoring the
system to discover events.

» Extension of Tucker3 to the sliding window compiataal model.

» Computation and performance improvement.

* Applying techniques in Neighborhood based anomatgdation [5].

» Incorporating the prior knowledge to the system

» Using the model for forecasting of events.

During the research we would like to investigate:

Comparison of our framework with the state of the rmethods in terms of
detection accuracy, delay in detection and comjmumalt time on real and
benchmark data sets.

Improving the performance and accuracy of our fraor& by combining some
solutions already provided in the literature suslBayesian techniques.
Incorporating the spatial index techniques likeeetand KD-tree in our spectral-
based framework to increase the performance.

We expect our final event detection system could

Provide fast and accurate solutions for detectiogvents from spatial and spatio-
temporal data in comparison of the state of thenathods.

Retrieving the corresponding part of data that edube event and its properties.
Handle three different kinds of event data: conategorical and higher level.
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