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1. Context / Background

The task of constructing complex solutions requires that the given problem is decomposed into 
different subproblems, then a solution is elaborated for each one and finally the different parts are 
jointed together. We are interested in solutions that exploit machine learning (ML) methods in this 
process, where the ML provide the solution of individual subproblems. 

Consider, for instance, a text extraction system. This system can be composed of various subsystems, 
some oriented towards, morphosyntactic analysis, tagging, or word sense disambiguation. This may be 
followed by selection of informative attributes and finally generation of the system for the extraction of 
the relevant information. Machine Learning techniques may be employed in various stages of this 
process.

The problem of constructing complex systems can thus be seen as a problem of planning to resolve 
multiple (possibly interacting) tasks. So, one important issue that needs to be addressed is how these 
multiple learning processes can be coordinated. Each task is resolved using certain partial order of 
operations. Meta-learning can be useful in this process. It can help us to retrieve previous solutions 
conceived in the past and re-use them in new settings.

2. Objectives

The aim of this thesis work is to enhance the existing methodology concerning how to proceed when 
elaborating a solution to a new complex problem. The method could exploit both retrieving existing 
solution and adapting them to the current settings (e.g. by re-planning), or by constructing a new 
solution from scratch, taking into account various type restrictions. Consider, for instance, that output 
Ox of some algorithm Ax is to be used as input Iy of another algorithm Ay. Then Ox must satisfy the 
type restrictions required by Ay. The sequence of Ax and Ay is admissible if these type restrictions are 
satisfied.

The aim of this work is first to explore the possibilities, bring in knowledge gathered in different but 
related and relevant areas and advance the work in this new research area.
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