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1 Context

Data aggregation is a core technique in the design of efficient sensor networks
and scalable systems in general. An introduction to the subject area can be
found on Robbert Van Renesse paper on the The Importance of Aggregation

. . . We define aggregation as the ability to summarize informa-
tion. In the area of sensor networks it is also referred to as data
fusion. It is the basis for scalability for many, if not all, large net-
working services. . . .

Many basic distributed paradigms and consistency mechanisms
are based on aggregation. For example, synchronization based on
voting requires votes to be counted.

One application of aggregation is decentralized network size estimation al-
gorithms. Systems, such as Skype, estimate the number of active users by cen-
tralized algorithms, enacting a high demand on central resources and creating
single points of failure. Aggregation introduces scalable decentralized algo-
rithms that allow counting (or summing in the general case) over a distributed
network of nodes.

A particular application is found on sensor networks, where data collection
is often only practicable if aggregation is performed. Aggregation-based tech-
niques can be used to detect how many sensors are deployed in a given area or
what is the average temperature in the covered area.

The current state of the art in this area depicts a rich variety of algorithms,
showing different accuracies, time and communication tradeoffs. In particular,
averaging algorithms are adequate for high precision estimation of aggregates
but are highly sensitive to message loss.

2 Objectives

The research will focus on the construction of robust aggregation algorithms
that can operate in environments that are prone to message loss, and possibly
high levels of churn (variations in the number of nodes). A particular attention
will be given to the introduction of fault tolerance in averaging based algo-
rithms, and their deployment in mesh network topologies.
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