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Scope

Large real-time safety-critical systems such as power plants and utilities, large factories and
process control plants, telecommunication switches, avionics, train control and others, are all
examples of essential systems in modern economies and societies. Their construction is
normally carried out as an interconnection of systems that need to be integrated properly to
provide the desired service. This integration is naturally based on a network that must be
flexible to allow configuration changes, preferably on-line, and scalable to allow the system
to grow during its lifetime, while meeting real-time requirements and tolerating faults in the
medium and in the system components, enforcing an adequate error confinement.

The main networking technology that is available today to meet these requirements is
switched Ethernet [1]. Special switches support ring-topologies, the rapid spanning-tree
protocol, fast isolation of faulty ports, static memory allocation to ports and or traffic classes
or priority levels, beyond the usual support for VLANS, traffic prioritization, and other
specific features.

Problem

However, certain types of errors, such as those associated to operation off specification in
which the faulty components grab more resources than specified, are normally undetected by
current networking equipment and can generate interference with the remaining system,
possibly leading to resource exhaustion, either network bandwidth or queuing capacity, CPU
bandwidth or memory [2] [3].

This problem can be dealt with at the application level but the application development is
simplified if the integration layer enforces the component specifications directly [4]. This
needs an appropriate architecture with adequate support at the communication protocol and
programming middleware. Unfortunately, current solutions to provide this level of protection
and robustness, such as those based on the time-triggered communications paradigm (TTE
Switch [5] and PROFINET-IRT [6]), typically favor timeliness and fault-tolerance at the
expense of flexibility and scalability. Other solutions being researched, such as the Flexible



Time-Triggered communication protocol over Switched Ethernet (FTT-SE) [7] and the
Contract-based middleware [8] being developed in the on-going EU project FRESCOR, favor
the timeliness aspect while improving flexibility but still lack adequate support for combined
scalability and timeliness.

On the other hand, solutions based directly on switched Ethernet and on the services that the
switches provide, such as Ethernet/IP [9], favor flexibility and scalability but lose in terms of
timeliness and fault-tolerance.

Objective

The purpose of this work is to research architectures and communication
protocols/middlewares based on switched Ethernet technology that facilitate building flexible
and scalable systems of systems with support for tight timeliness and high level of fault-
tolerance, as required for real-time safety-critical systems.

The work will take the FTT-SE protocol as a start point and improve its architecture model to
achieve scalability. Two-tier architectures, will be considered, such as the one proposed for
real-time sensor networks using the ZigBee protocol [10], with cells built around a
synchronizer element that supports local real-time communication, interconnected by means
of a second tier network that provides real-time support across cells. The architecture to be
developed must, however, preserve the dynamic reconfiguration and adaptation capabilities of
the FTT-SE protocol. Moreover, an adequate middleware layer must also be developed, for
example, following the guidelines of the Contract-model middleware, to provide an abstract
access to the required communication services while policing resource usage and enforcing
components specifications.
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